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Problem Simulation Design

Low sample size (e.g. clinical contexts) may = (repeat(ez.),) — >
lead to noisy and biased performance simulate data set validation usin o walidation sat
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lf’?”"datm using from each validation set
. . . ] linear regression

estimates in cross-validation and humans are

hard to predict.

Validation Error

Test Error

" " Simulate iid* data set " predict values ba!s'ed o . extract prediction error
Possible Solution ey Casdomargn s
Partition data during k-fold cross-validation (4) (5) (6)
using anticlustering™ for creating clusters of 7 "eerenoenena denicaly dstrbuiee
high between-group similiarit - - -

5 Broup Y Simulation Variables
sample size (n), r between criterion and
Goal predictors, r between predictors, #predictors
Compare prediction accuracy between

classical cross-validation and anticlustering in Mean Validation and Test Error
10 times repeated 10-fold cross-validation
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Anticlustering Methods .

* (reversed) kmeans: creates clusters of g Ol
similar means

* kplus: creates clusters of similar means and 09
variances

* correlation: creates clusters of similar 30 50 o e O 500
means, variances, and covariance structure

* diversity: maximizes sum of pairwise
dissimilarities within clusters

@ anticlust_correlation ® anticlust kmeans @ cv

method @ anticlust_diversity @ anticlust kplus @ test error

Conclusion

Percentage of Methods being closer to Test Error Than Cross-Validation Cross-validation usin g SplltS based on
| anticlustering instead of random splits
seems to provide more realistic
validation error estimates

Some qualifications:

a) Depends on anticlustering method
b) Not for high predictive accuracy

c) Advantage diminished with large N
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